F-Test

Course: Research Methodology 
Course Coordinator: Dr Naseem Abidi
Following are the two applications of F-test
1. Test of equality of two population variances
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With n1-1 and n2-1 degrees of freedom

2. ANalysis Of Variance (ANOVA)
(a). ANOVA-One way


Null Hypothesis 

H0: μ1= …..μk
Alternative Hypothesis 
H1: Atleast one of the means is different from the others
ANOVA Table

	Source of Variation
	Sum of Square
	Degree of Freedom
	Mean Square
	Variance Ratio (F*)

	Between Samples
	SSC
	c-1
	
[image: image6.wmf]1

-

=

c

SSC

MSC


	
[image: image7.wmf]MSE

MSC

F

=



	Within Sample
	SSE
	N-c
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* Compare MSC and MSE, the one which is greater is to be taken as numerator (F≥1 always) 
Where

SSC: Sum of Squares between samples (Columns)

SSE: Sum of Squares within samples (rows)

SST: Total Sum of Squares of variation

MSC: Mean Sum of Squares between samples

MSE: Mean Sum of Squares within samples

N: Total Number of Observations

c: Number of columns

r: Number of rows

Calculations (Shortcut Method)

T: Sum of all observations

Correction factor(CF) =
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SSE = SST-SSC
(b). ANOVA-Two way


Null and alternative hypothesis for column effect

H0: μ1= …..μk
H1: At least one of the means is different from the others.
Null and alternative hypothesis for row effect


H0: μ1= …..μk
H1: At least one of the means is different from the others.
ANOVA Table

	Source of Variation
	Sum of Square
	Degree of Freedom
	Mean Square
	Variance Ratio (F*)

	Between Columns
	SSC
	c-1
	
[image: image12.wmf]1

-

=

c

SSC

MSC


	
[image: image13.wmf]MSE

MSC

F

=



[image: image14.wmf]MSE

MSR

F

=



	Between Rows
	SSR
	r-1
	
[image: image15.wmf]1

-

=

r

SSR

MSR


	

	Within Sample
	SSE
	(c-1)(r-1)
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* Compare MSC and MSR with MSE, the one which is greater is to be taken as numerator (F≥1 always) 

Where

SSC: Sum of Squares between Columns
SSR: Sum of Squares between rows

SSE: Sum of Squares due to error
SST: Total Sum of Squares of variation

MSC: Mean Sum of Squares between columns
MSR: Mean Sum of Squares between rows

MSE: Mean Sum of Squares due to error
N: Total Number of Observations

c: Number of columns

r: Number of rows

Calculations (Shortcut Method)

T: Sum of all observations

Correction factor(CF) =
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SSE = SST-SSC-SSR
(c). ANOVA-Two way with interaction

Null and alternative hypothesis for column effect


H0: μ1= …..μk
H1: At least one of the means is different from the others.
Null and alternative hypothesis for row effect


H0: μ1=…..μk
H1: At least one of the means is different from the others.
Null and alternative hypothesis for interaction effect


H0: There is no interaction effect.
H1: There is an interaction effect.
ANOVA Table

	Source of Variation
	Sum of Square
	Degree of Freedom
	Mean Square
	Variance Ratio (F*)

	Between Columns
	SSC
	c-1
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	Between Rows
	SSR
	r-1
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	Interaction
	SSI
	(c-1)(r-1)
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	Residual or Error
	SSE
	c.r.(n-1)
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* Compare MSC, MSR and MSI with MSE, the one which is greater is to be taken as numerator (F≥1 always) 

Where

SSC: Sum of Squares between columns
SSR: Sum of Squares between rows

SSI: Sum of Squares between interactions

SSE: Sum of Squares due to error
SST: Total Sum of Squares of variation

MSC: Mean Sum of Squares between columns
MSR: Mean Sum of Squares between rows

MSI: Mean Sum of Squares due to interactions

MSE: Mean Sum of Squares due to error
N: Total Number of Observations

c: Number of columns

r: Number of rows

n: Number of observations per cell
Calculations (Shortcut Method)

Same as ANOVA-Two way and 
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SSE = SST-SSC-SSR-SSI
Exercises

 

Course Coordinator: Dr Naseem Abidi

Exercise 1.

Two samples are drawn from two normal populations. From the following data test whether the two samples have the same variance at 1% level of significance.

Sample 1: 
64
66
70
73
76
80
83
86

Sample 2:
63
62
71
69
78
83
81
88
89
90

Exercise 2.

In a sample of 10 observations, the sum of squared deviations of items from the mean was 98.9. In another sample of 12 observations, the value was found to be 105.6. Test whether the difference in variance is significant at 5% level of significance.

Exercise 3.

GLOBUS, a department store chain is considering building a new store at one of the three locations. An important factor in making such a decision is the household income in these areas. If the average income per household is similar then they can pick any one of these three locations. A random survey of various households in each location is undertaken and their annual combined income is recorded. This data is tabulated as follows;

Area 1 (Income in *1000):
70
72
75
80
83

Area 2 (Income in *1000):
100
110
108
112
113
120
100

Area 3 (Income in *1000):
60
65
57
84
84
70

Test if the average income per household in all these localities can be considered as the same at 1% level of significance.

Exercise 4.

Khatak Insurance Company wants to test whether three of its salesmen S1, S2 and S3, in a given territory make similar number of appointments with prospective customers during a given period of time. A record of previous four months showed the following results for the number of appointments made by each salesman for each month.

	Month
	Salesman

	
	S1
	S2
	S3

	1
	8
	6
	14

	2
	9
	8
	12

	3
	11
	10
	18

	4
	12
	4
	8


Do you think that at 95% confidence level, there is significant difference in the average number of appointments made by the three salesmen per month?

Exercise 5.

A student of PGDBM just joined a B-School. In looking around the campus community he found that there were three banks. He wants to open an account in one of these banks. His sole criteria are the time spent in line before receiving service in a given period of time when he would be free to go to the bank. He selected customers at random and their waiting time in minutes before service is recorded as follows;

Bank1:
7.8
8.5
9.3
7.6
6.6
8.2

Bank2: 9.9
12.6
11.3
12.2
10.3
9.6
8.8
12.3


Bank3: 10.2
11.5
9.6
10.6
11.1
8.8
7.6
5.5
9.9

At 5% level of significance, test if there is any significant difference in the average waiting time in minutes before service at these banks so that the student can select the bank.

Exercise 6.

The following table gives the monthly sales (in thousand rupees) of a certain firm in three different states by four different salesmen.

	States
	Salesman

	
	W
	X
	Y
	Z

	A
	10
	8
	8
	14

	B
	14
	16
	10
	8

	C
	18
	12
	12
	14


Test whether the difference between sales affected by the four salesmen and the difference between sales affected in three states are significant at 5% level of significance.

Exercise 7.

The following data represent the number of units of production per day turned out by five different workers using four different types of machines. Test at 1% level of significance.

	Workers
	Machine Type

	
	A
	B
	C
	D

	1
	50
	55
	53
	58

	2
	48
	49
	52
	50

	3
	37
	45
	53
	49

	4
	42
	46
	39
	45

	5
	42
	50
	52
	49


(a). Whether the mean productivity is the same for four different machine types.

(b). Whether the five workers differ significantly with respect to mean productivity.

Exercise 8.

To study the performance of three detergent powders in three different water temperatures the following whiteness readings were obtained with specially designed equipment; 

	Water Temperature 
	Detergent Powder 

	
	A
	B
	C

	Cold Water
	57
	55
	65

	Warm Water
	49
	52
	66

	Hot Water
	54
	48
	60


Do appropriate testing at 5% level of significance and comment on your findings.

Exercise 9.

A soft drink can filling company has four machines, which are used to fill the cans with 12 ounces of cola. The quality control manager is interested in determining whether the average fill for these machines is the same. The following data represent random samples of fill measures for 19 cans of cola filled by different machines. The manager wants to test it at 1% level of significance. Help the manager in testing and reaching to the conclusion.

Machine 1:
12.05
12.01
12.00
12.04

Machine 2:
11.00
12.02
11.98
12.00
12.00
12.01


Machine 3:
11.98
11.97
12.00
11.97
11.95

Machine 4:
12.00
12.02
11.99
12.01

Exercise 10.

A company has conducted a consumer research project to ascertain customer service ratings from its customers. The customers were asked to rate the company on a scale from 1 to 7 on various quality characteristics. One question was the promptness of company response to a repair problem. The following data represent customer responses to this question. The customers were divided by geographic region and by age. Apply appropriate test at 1% level of significance to know;

(a). Is there any significant difference on the basis of geographic region.

(b). Is there any significant difference on the basis of age.

(c). Is there any interaction effect.

	Age
	Geographic Region

	
	South
	West
	East
	North

	21-35
	3

2

3
	2

4

3
	3

3

2
	2

3

2

	36-50
	5

5

4
	4

4

6
	5

6

5
	6

4

5

	Over 50
	3

1

2
	2

2

3
	3

2

3
	3

2

1


Exercise 11.

A shoe retailer has conducted a study to determine whether there is a difference in the number of pairs of shoe sold per day by stores according to the number of competitors within a one-mile radius and the location of the store. The company researchers have selected three types of stores for consideration in the study: Stand-Alone suburban stores, mall stores, and downtown stores. These stores have varied numbers of competing stores within a one-mile radius, which have been reduced to four categories: 0 competitor, 1 competitor, 2 competitors and 3 or more competitors. Suppose the following data represents the number of pairs of shoes sold per day for each of these types of stores with the given number of competitors. Use 5% level of significance to analyze the data and also check the interaction effect.

	Store Location
	Number of Competitors

	
	0
	1
	2
	3 or more

	Stand-alone
	41

30

45
	38

31

39
	59

48

51
	47

40

39

	Mall
	25

31

22
	29

35

30
	44

48

50
	43

42

53

	Downtown
	18

29

33
	22

17

25
	29

28

26
	24

27

32


_1149878747.unknown

_1149890932.unknown

_1150139382.unknown

_1161019389.unknown

_1161019474.unknown

_1150139465.unknown

_1149891015.unknown

_1149891114.unknown

_1150135529.unknown

_1150139296.unknown

_1150135939.unknown

_1150135416.unknown

_1150135408.unknown

_1149885735.unknown

_1149890895.unknown

_1149878813.unknown

_1149878475.unknown

_1149878591.unknown

_1149878438.unknown

